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Motivation UCB Non-Stationary Adaptive

The End Goal

With things such as movie recommendations preferences of the users may
change over time. Christmas movies are an example of this as we may
want to only recommend these seasonally.
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Motivation UCB Non-Stationary Adaptive

Contextual Bandits

Known time horizon T

There are N arms

Each arm i has some context bi (t) ∈ Rd attached to it

ri (t) is the reward received at time t from arm i

µ ∈ Rd is the true but unknown parameter such that
E[ri (t)|bi (t)] = bTi (t)µ

A Bandit in a Bandit 30/8/24 4 / 20



Motivation UCB Non-Stationary Adaptive

Contextual Bandits

Known time horizon T

There are N arms

Each arm i has some context bi (t) ∈ Rd attached to it

ri (t) is the reward received at time t from arm i

µ ∈ Rd is the true but unknown parameter such that
E[ri (t)|bi (t)] = bTi (t)µ

A Bandit in a Bandit 30/8/24 4 / 20



Motivation UCB Non-Stationary Adaptive

Contextual Bandits

Known time horizon T

There are N arms

Each arm i has some context bi (t) ∈ Rd attached to it

ri (t) is the reward received at time t from arm i

µ ∈ Rd is the true but unknown parameter such that
E[ri (t)|bi (t)] = bTi (t)µ

A Bandit in a Bandit 30/8/24 4 / 20



Motivation UCB Non-Stationary Adaptive

Contextual Bandits

Known time horizon T

There are N arms

Each arm i has some context bi (t) ∈ Rd attached to it

ri (t) is the reward received at time t from arm i

µ ∈ Rd is the true but unknown parameter such that
E[ri (t)|bi (t)] = bTi (t)µ

A Bandit in a Bandit 30/8/24 4 / 20



Motivation UCB Non-Stationary Adaptive

Contextual Bandits

Known time horizon T

There are N arms

Each arm i has some context bi (t) ∈ Rd attached to it

ri (t) is the reward received at time t from arm i

µ ∈ Rd is the true but unknown parameter such that
E[ri (t)|bi (t)] = bTi (t)µ

A Bandit in a Bandit 30/8/24 4 / 20



Motivation UCB Non-Stationary Adaptive

Setup

Receive
Context

Choose
Action

Observe
Reward

Update
Model

1 Receive context for each arm: bi (t)

2 Choose an arm to play: at
3 Observe the reward: rt = bat (t)

Tµ+ ϵat ,t
4 Update model parameters

5 Repeat
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Motivation UCB Non-Stationary Adaptive

Upper Confidence Bound

At each time t, we compute the UCB value for each arm i and then
choose the arm with the highest UCB value.

UCBi (t) = Estimated Reward + Uncertainty

Where,

B(t) = λId +
t−1∑
k=1

bak (k)b
T
ak
(k)

µ̂(t) = B−1
t

t−1∑
k=1

bak (k)rk
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Motivation UCB Non-Stationary Adaptive

Upper Confidence Bound

At each time t, we compute the UCB value for each arm i and then
choose the arm with the highest UCB value.

UCBi (t) = bTi (t)µ̂(t) + α
√
bTi (t)B(t)

−1bi (t)

Where,

B(t) = λId +
t−1∑
k=1

bak (k)b
T
ak
(k)

µ̂(t) = B(t)−1
t−1∑
k=1

bak (k)rk
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Motivation UCB Non-Stationary Adaptive

Regret

Regret is a way to measure the performance of contextual multi-armed
bandit algorithms where the goal is to minimise the total regret over the
time horizon T .

R(T ) =
T∑
t=1

bTa∗t (t)µ− bTat (t)µ

a∗t represents the best arm at time t

at represents the arm chosen at time t
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Example Iteration
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Example Iteration
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Motivation UCB Non-Stationary Adaptive

Non-Stationary

We now focus on the case where µ(t) is a function of time. As in the last
example:

µ(t) = (µ1(t), µ2(t))

µ1(t) = 0.9

µ2(t) = 2
t

T

We have 2 main ways to deal with these cases,

1 Discounting

2 Sliding Window
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Motivation UCB Non-Stationary Adaptive

Sliding Window

Sliding window methods involve only using information from at most τ
time steps ago to estimate µ(t).
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Motivation UCB Non-Stationary Adaptive

Sliding Window Algorithm

The SW-UCB algorithm is very similar to the standard UCB algorithm
with some slight changes to the estimates of µ̂(t) and Bt .
We instead have:

UCBi (t) = bTi (t)µ̂τ (t)+α
√
bTi (t)B

−1
τ (t)bi (t)

Where,

Bτ (t) = λId +
t−1∑

k=max(1,t−τ)

bak (k)b
T
ak
(k)

µ̂τ (t) = B−1
t

t−1∑
k=max(1,t−τ)

bak (k)rk
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Motivation UCB Non-Stationary Adaptive

The First Issue

The first problem with these 2 methods is that you need prior knowledge
of the behaviour of µ(t) to pick the optimal window size.
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Motivation UCB Non-Stationary Adaptive

The Second Issue

The second problem with sliding window methods is that they cannot
change their window size as time goes on to adapt to a new environment.

Optimal Window ~ 100 Optimal Window ~ 30

Time
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Motivation UCB Non-Stationary Adaptive

Adaptive Window Sizing

We now want to be able to adaptively choose window sizes while we use a
SW-UCB algorithm to select which arm to play.

Define a maximum window size M

Define the set of possible window sizes M = {10, 20, . . . ,M − 10,M}

We then implement 2 different ways to pick a window size at each time
point and assess how good it performs in relation to other window sizes.
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Motivation UCB Non-Stationary Adaptive

Hedging

Hedging relies on each window size having some probability of being
sampled and then updating this probability based on its performance.

1: Set W1 = 1 ∈ RN , x1 =
1
NW1

2: Play according to UCB for the first M iterations
3: for all t = M + 1, . . . ,T do
4: Sample τ ∼ {10, 20, 30, . . . ,M}, P(τ = i) = xt
5: Observe the reward rt from playing according to SW-UCB with

window size τ
6: Compute the loss given by some function g(rt , rt−1)
7: Update Weights Wt(τ) = Wt−1(τ)e

g(rt ,rt−1)

8: Set xt =
Wt∑
j Wt(j)

9: end for
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Motivation UCB Non-Stationary Adaptive

ϵ−Greedy (ish)

This method involves using a ϵ−Greedy (ish) Bandit inside of the
SW-UCB algorithm to choose the window size.

1: Set βi = 0,Pi ,t = 0 ∀i ∈ {10, 20, . . . ,M}
2: Play according to UCB for the first M iterations
3: for all t = M + 1, . . . ,T do
4: Either choose a random window size τ w.p ϵ or choose the window

size with the largest β value.
5: Observe the reward rt from playing according to SW-UCB with

window size τ
6: Update the number of times τ has been used
7: Update βτ
8: end for
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Motivation UCB Non-Stationary Adaptive

Update Rule

βτ = βτ

(
1− 1

Pτ,t

)
+

(
(rt − rt−1) − 1

|Sτ,t |
∑

s∈Sτ,t (rs − rs−1)
)

Pτ,t

Where,

Pτ,t = {# of times τ has been used up to time t}
Sτ,t = {i ∈ {1, . . . , t} | wi ̸= τ}
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Motivation UCB Non-Stationary Adaptive

Mass Update

One way to speed up the learning process is to update each window size
that would have also chosen the arm the chosen window size did with a
certain weighting.

A constant proportion of the reward.

If n other window sizes would have selected arm at give each of them
arms 1/n of the reward.

Define a metric to represent the distance (d) each window is from the
chosen one and give them 1/d of the reward.

Chosen

1
1
2

1
2

1
3

1
3

1
4
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Motivation UCB Non-Stationary Adaptive

Linear

µ1(t) =
(
µ1
1(t), µ

1
2(t)

)
µ1
1(t) = 0.5− 2

t

T

µ1
2(t) = −0.5 +

t

T
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Linear
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Linear
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Discounting

The discounting method multiplies all past information by some constant
λ to reduce their impact on the current estimate for µ(t) and place a
higher weight on more recent information.
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Loss Functions

g(rt , rt−1) =

{
arctan(rt − rt−1) if rt − rt−1 ≥ 0

1
2(rt − rt−1) otherwise

−2

−1

0

1
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rt − rt−1

g(
r t

−
r t−

1)
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rt − rt−1

eg(
r t−

r t−
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Changing

µ2(t) =
(
µ2
1(t), µ

2
2(t)

)
µ2
1(t) =

{
0.5 if t ≤ 1

2T
sin

(
6π t

T

)
Otherwise

µ2
2(t) =

{
−0.2 if t ≤ 1

2T
cos

(
9π t

T

)
Otherwise
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Changing
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Algorithm 1 UCB
Input: Time horizon T, regularization parameter λ, exploration parameter α
Initialisation: B = λId , µ̂ = 0d , f = 0d
1: for t = 1, 2, . . . ,T do
2: for all a ∈ A do

3: pa(t) = bTa (t)µ̂(t) + α
√

bTa (t)B
−1
t bTa (t)

4: end for
5: Choose arm at = argmaxa∈A pa(t)and observe a real-valued payoff rt
6: Update B = B + bat (t)b

T
at (t)

7: f = f + bat (t)rt
8: µ̂ = B−1f
9: end for
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Algorithm 2 Discounted UCB
Input: Time horizon T, regularization parameter λ, exploration parameter α, discount rate η
Initialisation: B = λId , µ̂ = 0d , f = 0d
1: for t = 1, 2, . . . ,T do
2: for all a ∈ A do

3: pa(t) = bTa (t)µ̂(t) + α
√

bTa (t)B
−1
t bTa (t)

4: end for
5: Choose arm at = argmaxa∈A pa(t)and observe a real-valued payoff rt
6: Update B = ηB + bat (t)b

T
at (t)

7: f = ηf + bat (t)rt
8: µ̂ = B−1f
9: end for
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Algorithm 3 SW-UCB
Input: Time horizon T, regularization parameter λ, exploration parameter α
Initialisation: B = λId , µ̂ = 0d , f = 0d
1: for t = 1, 2, . . . ,T do
2: for all a ∈ A do

3: pa(t) = bTa (t)µ̂(t) + α
√

bTa (t)B
−1
t,τ b

T
a (t)

4: end for
5: Choose arm at = argmaxa∈A pa(t)and observe a real-valued payoff rt
6: Calculate Bt+1,τ and µ̂τ (t + 1)
7: end for

Bt,τ = λId +

t−1∑
k=max(1,t−τ)

bak (k)b
T
ak
(k)

µ̂τ (t) = B−1
t,τ

t−1∑
k=max(1,t−τ)

bak (k)rk
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Algorithm 4 Hedged Sliding Window UCB
Input: Time horizon T, regularization parameter λ, exploration parameter α, max window size M
Initialisation: B1 = λId , W1 = 1 ∈ RN , x1 = 1

N
W1, µ̂ = 0d , τ = M

1: for t = 1, 2, . . . ,M do
2: for all a ∈ A do

3: pa(t) = bTa (t)µ̂τ (t) + α
√

bTa (t)B
−1
t,τb

T
a (t)

4: end for
5: Choose arm at = argmaxa∈A pa(t)and observe a real-valued payoff rt
6: Compute Bt+1,τ and µ̂τ (t + 1)
7: end for
8: Sample τ ∼ {10, 20, 30, . . . ,M}, P(τ = i) = x1
9: Compute BM+1,τ and µ̂τ (M + 1)
10: for t = M + 1,M + 2, . . . ,T do
11: for all a ∈ A do

12: pa(t) = bTa (t)µ̂τ (t) + α
√

bTa (t)B
−1
t,τb

T
a (t)

13: end for
14: Choose arm at = argmaxa∈A pa(t)and observe a real-valued payoff rt
15: Observe reward g(rt , rt−1)
16: Update Weights Wt(τ) = Wt−1(τ)e

g(rt ,rt−1)

17: Set xt =
Wt∑
j Wt (j)

18: Sample τ ∼ {10, 20, 30, . . . ,M}, P(τ = i) = xt
19: Compute Bt+1,τ and µ̂τ (t + 1)
20: end for
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